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A B S T R A C T

Phonological working memory is the capacity to briefly maintain and recall representations of sounds important
for speech and language and is believed to be critical for language and reading acquisition. Whether phonological
working memory is supported by fronto-parietal brain regions associated with short-term memory storage or
perisylvian brain structures implicated in speech perception and production is unclear, perhaps due to variability
in stimuli, task demands, and individuals. We used fMRI to assess neurophysiological responses while individuals
performed two tasks with closely matched stimuli but divergent task demands—nonword repetition and nonword
discrimination—at two levels of phonological working memory load. Using analyses designed to address inter-
subject variability, we found significant neural responses to the critical contrast of high vs. low phonological
working memory load in both tasks in a set of regions closely resembling those involved in speech perception and
production. Moreover, within those regions, the voxel-wise patterns of load-related activation were highly
correlated between the two tasks. These results suggest that brain regions in the temporal and frontal lobes
encapsulate the core neurocomputational components of phonological working memory; an architecture that
becomes increasingly evident as neural responses are examined in successively finer-grained detail in individual
participants.
1. Introduction

A major endeavor of cognitive neuroscience has been to identify the
brain regions responsible for various mental functions; however, many
important behaviors and cognitive abilities are actually complex, higher-
order operations that integrate multiple systems and thus seem to defy
the sort of strict functional localization found in, for instance, visual
motion processing or face perception (e.g. Kanwisher et al., 1997; Tootell
et al., 1995). Nonetheless, understanding the broad, integrated brain
bases of such multiple-component processes is a critical step towards
building neural models of human behavior and cognition. One such
operation is phonological working memory – the ability to briefly
maintain andmanipulate the sounds important for speech and language –
which likely involves broad integration of a variety of perception, lan-
guage, cognition, and motor regions (Fiez, 2015). While reductionist
approaches can investigate each of the potential constituent operations of
phonological working memory in isolation, the clinical importance of
this integrated faculty to language development (Adams and Gathercole,
1995, 1996; Baddeley et al., 1998; Dufva et al., 2001; Gathercole and
., Boston, MA, 02215, USA.
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Baddeley, 1993; Gathercole et al., 2006; Martin, 2005; van der Schuit
et al., 2011) – and its impairment in numerous developmental and
communication disorders (Bowers et al., 2018; Byrd et al., 2015; Graf
Estes et al., 2007; Kjelgaard and Tager-Flusberg, 2001; Lanfranchi et al.,
2009; Peter et al., 2011) – makes understanding its holistic and nuanced
neural basis of particular importance.

The most widely used theoretical framework for conceptualizing
phonological working memory is Baddeley’s theory of working memory
(Baddeley and Hitch, 1974; Baddeley, 1986, 2003), which describes a
“phonological loop” that supports the ongoing maintenance of phono-
logical information in the brain through temporary storage and recurring
subvocal articulation. This model has been successful in explaining many
aspects of behavior, such as the diminished working memory capacity for
longer words (i.e., word length effect; Baddeley et al., 1975); however,
attempts to map components of the model onto distinct brain regions
have yielded conflicting results. Early studies using sequences of letters
or numbers as stimuli suggested that the phonological storage component
is supported by inferior parietal areas and that articulatory rehearsal
occurs in Broca’s area/adjacent ventral premotor cortex (Awh et al.,
st 2019
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1996; Baddeley, 2003; Paulesu et al., 1993; Smith and Jonides, 1998).
However, recent studies utilizing tasks requiring the manipulation

and maintenance of specifically speech sounds, and therefore plausibly
more relevant to language development (see Gathercole et al., 1994,
2006), indicate that bilateral superior temporal gyri (STG) play a
considerable role in phonological workingmemory (Acheson et al., 2011;
Buchsbaum et al., 2005; Koenigs et al., 2011; McGettigan et al., 2011;
Perrachione et al., 2017; Strand et al., 2008), despite these areas being
most often implicated in lower-level speech and phonological processing.
Strand et al., (2008) argued that the presence of inferior parietal acti-
vation in past studies of phonological working memory is due to the vi-
sual presentation of verbal information and showed in an event-related
design that during working memory maintenance of auditorily presented
nonwords,1 peak responses are located in left inferior frontal gyrus
(LIFG), superior frontal gyrus, superior temporal sulcus, and left puta-
men. McGettigan et al., (2011) reported positive neural correlates of
increased phonological working memory load in left and right planum
temporale (PT), as well as left precentral gyrus (LPreCG) during nonword
repetition. During nonword discrimination, a task designed to isolate
phonological working memory processes from the motoric processes
required for repetition, Perrachione et al., (2017) identified bilateral
superior temporal gyri (STG), supplementary motor area (SMA) and LIFG
as regions sensitive to increasing phonological working memory load.
These studies all used tasks closely approximating clinical assessments of
phonological working memory and have been unable to identify any
parietal regions containing a classical “phonological store.” However,
even though each study reported positive neural correlates of increased
working memory load of nonwords, different brain areas were reported
from one study to the next, and this lack of consistency across studies
undercuts inferences about the functions supported by these areas.

An obvious source of variability that contributes to the breadth of
results from previous studies is the choice of behavioral tasks. What we
know about the developmental and clinical significance of phonological
working memory comes from highly standardized assessments in which
the examinee is asked to quickly repeat successively longer nonwords.
However, the various neuroimaging studies of phonological working
memory have been less consistent in how they operationalize this
construct, limiting our ability to generalize the core (vs. task-specific)
computational architecture for phonological working memory, likely
because tasks have differed in many ways, such as construction of
nonword stimuli, temporal structure, and response demands (e.g., repe-
tition vs. discrimination). Presumably, common neurocomputational
processes underlie phonological working memory across specific oper-
ationalizations, but without a method for exploring concurrence (as
opposed to disjunction) in functional activation across tasks, we are left
to the fallacy of reverse inference to suppose which regions are activated,
or not, and why.

In order to discover these common components, we directly
compared activation during neuroimaging from two tasks that placed
similar demands on phonological working memory, but required
different behavioral responses. In the scanner, participants completed a
nonword repetition task that mirrored clinical assessments of phono-
logical working memory, such as the Children’s Test of Nonword Repetition
(CNRep; Gathercole et al., 1994; Gathercole and Baddeley, 1996), the
Comprehensive Test of Phonological Processing (CTOPP; Wagner et al.,
1999), and the Nonword Repetition Test (NRT; Dollaghan and Campbell,
1998). Scores on these types of assessments have been shown to be more
highly correlated with vocabulary and reading comprehension abilities
than classical working memory tasks, such as digit span (Gathercole
1 Stimuli used in these tasks may be preferentially referred to as “pseudo-
words” because they are pronounceable and mirror the structural and statistical
properties of English without any linguistic meaning; however, in keeping with
the nomenclature used in neuropsychological assessments and clinical literature,
we will refer to these types of stimuli as “nonwords” throughout this paper.
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et al., 1994). Participants also completed a second task, nonword
discrimination, that required the same temporary maintenance of
phonological content, but eliminated the need for an overt verbal
response. Both tasks were performed at two levels of phonological
working memory load (operationalized by short vs. long nonwords), a
manipulation believed to have the greatest diagnostic specificity for in-
dividuals with developmental language disorders (Graf Estes et al.,
2007). We examined the conjunction of the contrasts between high and
low memory loads in each task in order to establish which brain regions
are similarly engaged when greater levels of phonological information
must be maintained and recalled.

Traditional group-level conjunction analyses are commonly used to
make inferences about the range of behaviors a brain region might
support, but these do not reflect conjunction in activation across tasks in
individual subjects, so it is unclear that the same tissue is actually sup-
porting two different tasks in the same brain. Furthermore, even if the
same tissue is recruited, conjunction based on activation magnitude does
not reveal whether a structure is making the same neurocomputational
contribution to each task. Despite the known heterogeneity in functional
neuroanatomical organization between individuals, especially in associ-
ation cortices and during high-level tasks (Fischl et al., 2008; Frost and
Goebel, 2012; Tahmasebi et al., 2012), functional responses are
remarkably consistent within individuals (Kanwisher et al., 1997;
Mahowald and Fedorenko, 2016). This variability in the relationships
between anatomical landmarks and functional activations reflects not
only random noise to be averaged over, but also natural variance to be
accounted for. By employing individual-subjects analysis techniques,
brain regions with similar functional properties and similar spatial lo-
cations can be analyzed together without requiring strict voxel-wise
correspondence across individuals (e.g., Basilakos et al., 2018; Epstein
and Kanwisher, 1998; Fedorenko et al., 2010; Fedorenko et al., 2013;
Kanwisher et al., 1997; Saxe and Kanwisher, 2003). This approach has
been crucial for revealing highly heterogeneous functional responses
within anatomically delineated regions that, using traditional
group-averaging or meta-analyses, would appear to overlap and thus
erroneously suggest shared neural origins (e.g. Deen et al., 2015;
Fedorenko et al., 2012).

Here, instead of aiming to establish functional separation, we inves-
tigated functional concurrence in order to establish which regions are
similarly engaged during our two phonological working memory tasks,
and thus which regions support computations common to both. We
identified regions with overlapping functional activation while ac-
counting for the individual variability that would be obscured in a
traditional group-averaged conjunction analysis. We employed group-
constrained subject-specific (GCSS) analyses (Fedorenko et al., 2010;
Julian et al., 2012) in order to (1) identify brain regions commonly
modulated by phonological working memory load during nonword
repetition and discrimination, (2) functionally define regions of interest
(ROIs) in individual subjects, and (3) compare the evoked activity during
both tasks in those regions. Additionally, we employed multi-voxel
pattern analyses (MVPA; Haxby et al., 2001) to assess the similarity be-
tween task activation at the level of individual voxels. By demonstrating
the similarity (or dissimilarity) of individuals’ responses to these two
tasks in successively finer-grained detail, we aimed to identify brain re-
gions supporting the core neurocomputational components of phono-
logical working memory.

2. Materials and methods

2.1. Participants

Twenty adult participants (12 female, 8 male; age 19–32 years,
M¼ 24.1 years) successfully completed this study. Participants were, by
self-report, fluent speakers of American English who had no history of
speech, hearing, reading, or language difficulties and no history of
cognitive or motor developmental difficulties. All but two reported being



Fig. 1. Task design. (A) shows a portion of the block design structure used in
nonword repetition and the structure and timing of an example trial. (B) depicts
timing and structure of the nonword discrimination paradigm. Instead of
repeating a word as in nonword repetition, subjects were instructed to press a
button to indicate whether the second word that was presented in each trial
matched the first.
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native speakers of English; both bilingual speakers reported learning
American English at or before the age of 5 years and primarily using
English to communicate since childhood. Two participants reported a
tendency towards left-handedness. Participants were recruited from the
greater Boston University community. This study was approved by the
Institutional Review Board at Boston University – Charles River Campus
and the Massachusetts Institute of Technology Committee on the Use of
Human Subjects as Experimental Subjects; all participants provided
informed, written consent and received monetary compensation for their
time.

In our previous study of phonological working memory, we measured
effect sizes on the order of Cohen’s d¼ 0.9–1.6 for differential fMRI
activation in STG to discrimination of longer (4 syllable) vs. shorter (2
syllable) nonwords (Perrachione et al., 2017). Correspondingly, with
N¼ 20 we have 96.5%–99.8% power to detect effect sizes in the pub-
lished range and 80% power to detect effect sizes of d� 0.66.

2.2. Experimental design, materials, and procedures

Each participant performed the nonword repetition and nonword
discrimination tasks during a single scanning session. During their visit,
most participants completed additional tasks during functional imaging
for separate but related experiments not reported here. Typical scanning
sessions lasted approximately 2 h and included 20min of structural data
collection (including diffusion tensor imaging, data not included in this
study) and 90–100min of task-based fMRI, including 30min of nonword
task-based fMRI described in the present study. For two participants, the
nonword repetition, nonword discrimination, and structural data re-
ported here were acquired alone during a shorter, 1-h scanning session.

Audio recordings for nonword repetition target stimuli were pro-
duced by a female native speaker of standard American English. Stimuli
for nonword discrimination were recorded by the same female speaker
and by a male native speaker of American English. Both speakers were
extensively familiarized with the nonwords in order to ensure natural,
correct pronunciation. All stimuli were digitally recorded at 44.1 kHz,
isolated, and RMS amplitude normalized to 70 dB using Praat (Boersma,
2001; http://www.fon.hum.uva.nl/praat/).

All experiments were written and presented using PsychoPy2
Experiment Builder v1.84.1 (Peirce et al., 2019; http://www.psych
opy.org/). Participants were situated in the scanner in the head-first
supine position. Auditory stimuli were presented over Sensimetrics
MRI-compatible Model S14 headphones, while participants viewed vi-
sual cues on a projector screen. Functional volumes were acquired using a
simultaneous multi-slice sparse acquisition scheme. The use of
sparse-acquisition (Hall et al., 1999) fMRI allowed the subject to hear the
stimuli and respond during nonword repetition in silence, as is the case
when this task is administered clinically. This acquisition scheme also
reduced motion artifacts due to speaking during times when the scanner
was acquiring data. Simultaneous multi-slice imaging with a rapid
acquisition time (750ms) minimized the delay between stimuli,
approximating the timing of clinical nonword repetition tasks, which call
for immediate repetition of the stimulus.

2.2.1. Nonword repetition task
Participants heard nonwords and real English words and were asked

to repeat them aloud in a block-design, sparse-sampled paradigm.
Nonword stimuli were generated to closely parallel the structural and
statistical properties of real English words. Stimuli belonged to either a
low load (1-syllable) category or high load (4-syllable) category. The
high load of four syllables was chosen to optimize the increase in task
difficulty without reaching the level at which many errors might be made
(typically six syllables; Gathercole et al., 1994). Forty-eight nonwords at
each load were generated. An equal number of real English words were
included as a control at both levels of difficulty. The nonwords were
closely matched to the real words and did not significantly differ on
average number of phonemes (independent-sample t-test of 1-syl.:
3

p¼ 0.38, 4-syl.: p¼ 0.46). In an analysis of variance (ANOVA), the
segmental phonotactic probability (Vitevitch and Luce, 2004) of stimuli
did not vary as a function of word type (real or nonword; F1,188¼ 0.008,
p¼ 0.93) or syllable load (1-, 4-syl.; F1,188¼ 0.020, p¼ 0.89) with no
significant interaction (F1,188¼ 1.02, p¼ 0.31). In a second ANOVA, the
biphone probability of stimuli was not found to vary with word type (F1,
188¼ 1.12, p¼ 0.29) or syllable load (F1,188¼ 0.63, p¼ 0.43) with no
significant interaction (F1,188¼ 0.84, p¼ 0.36). Additionally, we tested
for differences in lexical neighborhood density (Vitevich and Luce, 2016)
in an ANOVA and found significant main effects of word type (F1,188¼ 4,
49, p¼ 0.04) and syllable load (F1,188¼ 127.26, p≪ 0.0001), and a sig-
nificant interaction between the two (F1,188¼ 3.99, p¼ 0.05). For 1-syl-
lable stimuli, mean neighborhood density for nonwords was 7.90 and
for real words 11.40 (post-hoc independent-sample t-test; p¼ 0.04). In
the case of 4-syllable stimuli, all nonwords had a neighborhood density of
0, while real words had a mean neighborhood density of 0.10 (post-hoc
independent-sample t-test; p¼ 0.02).

Each of the four experimental conditions (2 stimulus types� 2 syl-
lable loads) were presented in blocks of four trials, with four blocks of
each condition per run. Fig. 1A illustrates example block and trial
structures. Each trial began with a 750-ms scan, after which participants
heard either a nonword or real word spoken by a female speaker during a
1500-ms silence. All stimuli were presented 150ms after the volume
acquisition to prevent masking by scanner noise. 1-syllable stimuli had
an average duration of 703ms and 4-syllable stimuli had an average
duration of 982ms. We measured the speech rate for our stimuli and
found 1-syllable stimuli had an average rate of 1.42 syllables/s (5.56
phonemes/s) while 4-syllable stimuli had an average rate of 4.13 sylla-
bles/s (9.28 phonemes/s). (This rate difference parallels that seen in the
recordings provided in standardized clinical assessments such as the
nonword repetition subtest of the CTOPP.) After each stimulus was
presented, a second 750ms scan was acquired followed by a 1500ms
silence in which participants were prompted to repeat the previously
presented nonword. Immediate repetition was used to reflect the design
of neuropsychological tests of phonological working memory (Dollaghan
and Campbell, 1998; Gathercole et al., 1994; Gathercole and Baddeley,
1996; Wagner et al., 1999). Participants saw a red fixation cross during
scanning and stimulus presentation, which turned white to signal when
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to repeat. The screen background remained 50% gray throughout the
experiment. Outside the scanner, audio recordings of the participant’s
response were collected using the in-scanner intercom system to assess
nonword repetition accuracy. A single trial lasted 4500ms.

Runs also included four blocks of “rest” during which no stimuli were
presented and the fixation cross dimmed slightly to 25% gray. These si-
lent trials were included in order to have a baseline against which to
estimate responses to each condition. The block order was pseudo-
randomized so that no two adjacent blocks belonged to the same con-
dition and the transition probability between conditions, including rest,
was equal across all runs. Participants completed three runs, each of
which lasted 360s.

2.2.2. Nonword discrimination task
During nonword discrimination, participants were asked to decide

whether a pair of nonwordsmatched, or if the second of the pair had been
altered relative to the first. For this experiment, a second set of 48 1-syl-
lable nonwords and 48 4-syllable nonwords were generated to meet the
same criteria as those in the nonword repetition experiment. This set of
stimuli did not significantly differ on average number of phonemes (in-
dependent-sample t-test of 1-syl.: p¼ 0.65, 4-syl.: p¼ 0.75), average
segmental phonotactic probability (independent-sample t-test of 1-syl.:
p¼ 0.87, 4-syl.: p¼ 0.83) or average biphone probability (independent-
sample t-test of 1-syl.: p¼ 0.64, 4-syl.: p¼ 0.72) compared to the set used
in nonword repetition.

Each nonword in this second set underwent a single alteration to
produce 48 1-syllable and 48 4-syllable non-matching pairs. In every case
the alteration was produced by replacing a single phoneme with another
comparably probable phoneme. These changes were made to consonants
and vowels, but never involved the first phoneme of the nonword (e.g.,
pask/posk, motiliate/moniliate). The altered nonwords did not signifi-
cantly differ on average phonotactic probability (paired-sample t-test of
1-syl.: p¼ 0.34, 4-syl.: p¼ 0.61) or average biphone probability (paired-
sample t-test of 1-syl.: p¼ 0.39, 4-syl.: p¼ 0.73) compared to the original
set.

In a structure (illustrated in Fig. 1B) similar to the nonword repetition
task, trials were presented in a block-design, sparse-sampled paradigm.
Each trial began with a 750ms volume acquisition followed by 1500ms
without scanner noise, during which the first nonword was heard spoken
by a female speaker. Then, a second 750ms scan was acquired after
which a second nonword, either matching the first or slightly altered, was
spoken by a male speaker. The use of separate speakers for the two
nonwords ensured that subjects could not complete the task based on
perception and retention of low-level acoustic features alone (Lim et al.,
2015), and required processing at the level of phonological abstraction,
as also required by nonword repetition. Stimuli spoken by the female
speaker had an average duration of 686ms (1-syllable) and 994ms
(4-syllable); those spoken by the male speaker were 662ms (1-syllable)
and 1071ms (4-syllable) in duration. Speech rate for stimuli in this
experiment was measured to be 1.48 syllables/s (5.66 phonemes/s) for
1-syllable stimuli, while 4-syllable stimuli had an average rate of 4.08
syllables/s (9.34 phonemes/s). Participants were asked to indicate with a
button press of their right forefinger if the two words matched, or a
button press of their right middle finger if the second word had been
altered relative to the first. 50% of trials contained altered pairs pre-
sented in a pseudo-random order so that no more than three (non-)
matching trials were presented in a row. Responses were collected via a
USB in-scanner button box and recorded in PsychoPy. A fixation cross
was displayed in red during the first nonword of the trial and during
scans, then in white during presentation of the second nonword. Each
trial lasted 4500ms.

The two nonword discrimination conditions (working memory loads)
were presented in blocks of four trials, with six blocks of each condition
per run. Six blocks of “rest” were also included in each run during which
the fixation cross dimmed to 25% gray. The block order was pseudo-
randomized so that no two adjacent blocks belonged to the same
4

condition and the transition probability between conditions, including
rest, was equal across all runs. Participants completed two runs of
nonword discrimination, each lasting 324s.

2.3. fMRI acquisition and analyses

Data were acquired on a Siemens Trio 3T scanner with a 32-channel
phased array head coil at the Athinoula A. Martinos Imaging Center at the
McGovern Institute for Brain Research at MIT. Whole-head, high reso-
lution structural images, including a T1-weighted, magnetization-pre-
pared rapid gradient-echo (MPRAGE) anatomical volume
(TR¼ 2530ms, TE¼ [1.64, 3.50, 5.36, 7.22ms], TI¼ 1400ms, flip
angle¼ 7.0�, voxel resolution¼ 1.0mm isotropic, FOV¼ 256� 256, 176
sagittal slices) and a T2-weighted anatomical volume (TR¼ 3200ms,
TE¼ 454ms, voxel resolution¼ 1.0mm isotropic, FOV¼ 256� 256,
176 sagittal slices) were collected prior to functional imaging.

Functional data were acquired using a sparse-sampled, simultaneous
multislice, T2*-weighted gradient-echo planar imaging (EPI) scans (TR
¼ 2250ms, TE¼ 30ms, acquisition time (TA)¼ 750ms, flip angle¼ 90�,
voxel resolution ¼ 3.0 mm isotropic, 10% slice gap, FOV ¼ 72 � 72, 45
slices, 5 simultaneous slices). 162 volumes were acquired during each of
the three runs of nonword repetition, and 146 volumes were acquired
during each of the two runs of nonword discrimination.

Cortical reconstruction of the T1-weighted anatomical images was
performed using the default processing stream in FreeSurfer v5.3.0 (Dale
et al., 1999; http://surfer.nmr.mgh.harvard.edu). T2-weighted structural
images were used to improve the estimation of the pial surface to aid
reconstruction. Functional data were analyzed in FMRIB Software Li-
brary (FSL; Jenkinson et al., 2012; https://fsl.fmrib.ox.ac.uk) using
workflows in Nipype v0.13 (Gorgolewski et al., 2011; http://nipy.o
rg/nipype) implemented in Lyman v1.0.0 (https://github.com/mwas
kom/lyman). Image preprocessing consisted of motion correction
within each run (i.e., rigid-body realignment to the mean EPI image) and
spatial smoothing (6mm FWHM kernel) using the SUSAN algorithm
implemented in FSL (Smith and Brady, 1997). Motion and intensity
outliers (functional volumes exceeding 1mm in differential motion or
differing from the mean image intensity by> 3 SD) were identified and
included as nuisance regressors during modeling (Siegel et al., 2014).
Model design was implemented using the modelgen algorithm in Nipype,
and included four task regressors for nonword repetition (1-syl. and 4-syl.
nonwords and real words) and two task regressors for nonword
discrimination (1-syl. and 4-syl. nonwords), six motion parameters, and
individual regressors for any outlier volumes. Vectors for task regressors
were calculated by convolving a high temporal-resolution vector of event
onsets with their durations, and convolving the resulting stimulation
time series with a canonical hemodynamic response function to generate
the hypothesized blood oxygenation level dependent response. To ac-
count for the discontinuous nature of sparse-sampling MR-signal acqui-
sition, the hypothesized response vector was resampled over only those
time points where MRI data were actually acquired – an approach that
offers increased sensitivity to event-related activation in sparse-sampling
fMRI by accounting for the neural response sampled across consecutive
functional volumes (Perrachione and Ghosh, 2013). Contrasts of interest
included each level of each condition vs. baseline and high vs. low
working memory load each for nonword repetition, real-word repetition,
and nonword discrimination. Within-subject estimation of the general
linear model and contrasts was conducted within each run in partici-
pants’ native EPI space.

Two transformations were calculated to bring the native EPI space
volumes into a common space (theMNI152 template from FSL v5.0.7) for
analysis. The coregistration transformation between each participant’s
mean functional EPI volume and their T1-weighted structural image was
calculated using Freesurfer’s BBRegister program with FLIRT initializa-
tion (Greve and Fischl, 2009). The nonlinear warps between these
high-resolution structural images and MNI space were calculated using
nonlinear symmetric diffeomorphic mapping implemented in ANTS v.1.9
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(Avants et al., 2008; http://picsl.upenn.edu/software/ants). Both the
linear transformation matrix and nonlinear deformation field were
applied concurrently to the contrast images from each participant’s
first-level analysis to ensure accurate coregistration between functional
data and high-resolution anatomy. Transformed contrast images were
then combined across runs in fixed-effects analyses, resulting in indi-
vidual subjects’ statistical maps for each contrast of interest.
2.4. Group-level univariate analyses

Group maps of working memory load contrasts (4-syl.> 1-syl.) for
each condition (nonwords and real words in nonword repetition, non-
words in nonword discrimination) were computed using one-sample
group mean tests on the fixed-effects individual subjects’ contrasts.
FMRIB Local Analysis of Mixed Effects (FLAME), included with FSL, was
used to estimate group level statistics. Group statistical maps were then
thresholded voxelwise at p< 0.01 and corrected for multiple compari-
sons by controlling the cluster-level family-wise error rate at q¼ 0.05,
parameters shown to effectively control for Type I errors in block-design
task fMRI (Ekland et al., 2016).
Fig. 2. Parcellation procedure and resulting parcels. The steps to algorithmically
map showing the contrast of 4-syl. > 1-syl. nonwords, thresholded at p< 0.01. A2. Ov
and thresholded at two subjects (not shown). A3. Employ a watershed algorithm to
number of subjects contributing voxels to each parcel and keep only the parcels that
(16 subjects). Results of these steps are shown for both the (B1) nonword repetition a
on the corresponding probability maps.

5

2.5. Group-constrained subject-specific (GCSS) analyses

In order to discover which broad brain regions captured similarly
located phonological working memory load-related activations across
our participants, a set of ROI “parcels”were generated using an algorithm
similar to that in Fedorenko et al., (2010) and Julian et al., (2012). The
procedure for identifying parcels is depicted in Fig. 2A. First, each indi-
vidual subject’s uncorrected statistical map showing the contrast of 4-syl.
> 1-syl. nonwords was thresholded at p< 0.01 and binarized. Second,
the binarized maps from all subjects were overlaid to create a probability
map for activation in our subject group. This probability map was
smoothed with a gaussian kernel of 6 mm FWHM and thresholded vox-
elwise at two subjects. Third, a watershed algorithm (Meyer, 1991)
implemented in the SPM-SS toolbox (Nieto-Casta~n�on and Fedorenko,
2012; https://www.nitrc.org/projects/spm_ss) was employed to find
local maxima in the probability map and “fill in” the volumes around
those local maxima, creating a parcellation of the probability map. To
create this parcellation, voxels containing local maxima are assigned
unique labels which are iteratively propagated to neighboring voxels
until a local minima or zero-valued voxel is reached. The result is a map
of labelled voxels in which each label denotes a 3-dimensional volume
define parcels are: A1. Binarize each individual subject’s uncorrected statistical
erlay all the binarized maps to create a probability map. This map was smoothed
locate local maxima and fill in regions around those maxima. A4. Calculate the
overlapped with significant voxels from greater than or equal to 80% of subjects
nd (B2) nonword discrimination contrasts. Resulting parcel outlines are overlaid

http://picsl.upenn.edu/software/ants
https://www.nitrc.org/projects/spm_ss


Table 1
Summary of behavioral results. Mean and standard deviations are given for
task accuracy and reaction time measures across subjects.

Behavioral Measure 1–Syllable 4–Syllables

Accuracy (% correct)
Nonword Repetition 98.12� 0.022 97.80� 0.027
Real Word Repetition 99.37� 0.010 100. � 0.0
Nonword Discrimination 94.79� 0.049 95.73� 0.041
Reaction Time (ms)
Nonword Discrimination 941� 106 1153� 103
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(“parcel”) encompassing a region where multiple participants exhibited
suprathreshold activation, without requiring that this suprathreshold
activation occur in the exact same voxels across participants. Fourth, the
number of subjects contributing voxels to each parcel was calculated, and
parcels that overlapped with significant voxels from greater than or equal
to 80% of subjects (16 subjects) were chosen as representative of the
common areas of activation. (All analyses were repeated in parcels in
which the number of contributing subjects exceeded that which would be
expected by chance with 95% confidence, and these data are included in
the Supplementary Material.)

The GCSS analysis is advantageous over the one-sample group mean
as it allows for nearby voxels from different subjects to be analyzed
together, without requiring that those voxels overlap exactly in the
common space. This approach also guards against the possibility that a
few subjects with highly significant voxels drive mean activation in a
region that isn’t representative of the population.

2.5.1. Task response measurements
From these parcels we were able to define functional regions of in-

terest (fROIs) and estimate responses for each individual subject. All
fROIs were defined by intersecting individual-subject statistical maps of
the 4-syl. > 1-syl. nonwords contrast with the resulting parcels (illus-
trated in Fig. S1A). The top 10% of voxels from the subject’s statistical T-
map within each parcel were defined as the fROI. In order to ensure that
responses were not measured in voxels selected because of their significance
(i.e., “double-dipping,” Vul and Kanwisher, 2010), we used independent
data from separate runs of each task for defining and measuring re-
sponses within the fROIs. When estimating responses during nonword
repetition, we employed a leave-one-out approach (Kreigeskorte et al.,
2009) in which data from two runs of nonword repetition were used to
define the fROI in each parcel and the response in that fROI was
measured in the left out run. This procedure was repeated for all three
splits of the data and then the measured responses were averaged
together to give a single measure for the response in each parcel for each
subject. Because functional data from the two tasks are statistically in-
dependent, statistical t-maps combining data from all three runs of
nonword repetition were used to define the fROIs in which nonword
discrimination responses were measured. We adopted a significance
criterion α¼ 0.05 for single tests and adjusted this level (via Bonferroni
correction) to correct for multiple comparisons when performing the
same test on multiple regions of interest.

2.5.2. Multi-voxel pattern analyses
It is possible that even though load-dependent differences in nonword

discrimination may be significant when measured in fROIs defined using
nonword repetition, there may be other regions within the broad volume
of each parcel in which the difference in response magnitude between
nonword discrimination conditions is greater. In this case, even though
brain regions most sensitive to phonological working memory load in
nonword repetition are modulated during nonword discrimination, these
regions would not capture the most load-dependent voxels during
nonword discrimination. To determine whether the pattern of activity in
each parcel reflects similar task engagement during nonword repetition
and nonword discrimination, we computed Pearson correlation co-
efficients between the 4-syl. > 1-syl. contrast images from both tasks
across all voxels in each parcel, within individual subjects. Three possible
scenarios involving different degrees of pattern overlap between tasks
are illustrated in Figs. S1B–D. Correlations were computed on the
spatially smoothed data used in all previous analyses, as well as on un-
smoothed data that had undergone otherwise identical preprocessing and
first-level analyses (to insure that spatial smoothing did not induce
spuriously high correlations). We assessed the significance of these cor-
relations across our participants first under a null hypothesis in which
unrelated patterns of activity had a correlation of zero, and second under
a null hypothesis that incidental correlations were similar in task relevant
and irrelevant brain areas. For this second statistical test, we computed a
6

baseline distribution by randomly sampling the correlations within 3-
voxel radius spheres 1000 times (i.e., “bootstrapping”), excluding vox-
els that fell within any task-positive parcels regardless of how many
subjects had significant voxels within those parcels. We then computed a
z-score with respect to this baseline distribution for each of our regions of
interest and tested whether these z-scores differed from zero.

Finally, we tested how alike the patterns of activity in response to
critical contrasts of 4-syl. > 1-syl. nonwords from both tasks were across
an individual’s entire brain. We performed whole-brain searchlight an-
alyses in which the value of each voxel was determined by the correlation
between task contrast maps within a 3-voxel radius sphere centered on
that voxel. We then performed both univariate group (x2.4) and GCSS
(x2.5) analyses across participants’ correlation maps.

3. Results

3.1. In-scanner behavioral results

All subjects scored highly on both tasks, making few errors. A few
trials during repetition were dropped because the subject was inaudible
over the intercom system. This occurred in eight of the twenty subjects,
never affected more than three trials for any one subject in any one
condition, and summed to a total of fifteen omitted trials over all subjects
and conditions. No significant effect of word type (real or nonword;
F1,19¼ 0.68, p¼ 0.42) or syllable load (F1,19¼ 0.073, p¼ 0.79) on trial
omission was identified. Percent correct was calculated for each subject
based on the number of trials remaining. Descriptive statistics are re-
ported in Table 1. We analyzed whether participants’ repetition accuracy
was affected by word type or syllable load using a generalized linear
mixed-effects model for binomial data. The model’s fixed-effect terms
included the categorical factors word type (real vs. nonwords), syllable
load (1- vs. 4-syllables), and the word type� syllable load interaction. The
model’s random-effects terms included by-participant and by-item in-
tercepts, as well as by-participant slopes for fixed factors word type and
syllable load. The significance of fixed-effects terms was tested using
deviation-coded contrasts on the model, with α¼ 0.05. We did not find
any main effect of word type (β¼�4.77, z¼�0.12, p¼ 0.90), syllable
load (β¼�4.26, z¼�0.11, p¼ 0.91), or any interaction between the two
(β¼�4.26, z¼�0.11, p¼ 0.91).

We tested the effect of syllable load on accuracy during nonword
discrimination using a similar generalized linear mixed-effects model
with a single fixed-effect term for the categorical factor syllable load and
random-effects terms including by-participant and by-item intercepts, as
well as syllable load by-participant slopes. Here, we again determined
significance of fixed-effects using deviation-coded contrasts. We did not
observe any main effect of syllable load (β¼�0.16, z¼�0.71, p¼ 0.48).
Reaction time was measured from the onset of the second word of the
trial. Wemodeled the effect of syllable load on reaction time using a linear
mixed-effects model with a fixed-effects term for syllable load and random
effects terms for by-participant and by-item intercepts, as well as syllable
load by-participant slopes. The degrees of freedom were based on the
Satterthwaite approximation. We found a highly significant main effect
of syllable load (β¼�0.10, t¼�8.16, p≪ 0.0001); however, the dura-
tion of short and long nonwords also differed, and when we included the
duration of each stimulus as a continuous covariate in this model, the
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effect of syllable load was no longer significant (β¼�0.006, t¼�0.33,
p¼ 0.74). Stimulus duration, on the other hand, had a significant effect
on reaction time (β¼ 0.45, t¼ 6.19, p≪ 0.0001) suggesting that much of
the difference observed in reaction time between conditions was driven
by stimulus duration.
3.2. Group-level univariate results

Our whole-brain group analyses tested the critical contrast of high vs.
low phonological working memory load for each condition in each task
(Table S1). During repetition of nonwords, we observed significant
clusters of load-related activation in bilateral STG, LPT, and PreCG
(Fig. 3A), as well as cerebellum (Fig. S2). No significant clusters were
observed along the medial or ventral surfaces, nor within any subcortical
structures. STG clusters extended into the white matter and reached the
posterior portions of the lateral ventricles. Similar activation patterns
were observed during repetition of real words, with additional small
clusters located in the frontal lobe, posterior cingulate cortex, and basal
ganglia (Fig. S3). As these results were not qualitatively different from
repetition of nonwords, and understanding the effects of lexicality on
phonological working memory was not the primary focus of this study,
we do not report further analyses on the real-word repetition data here.
During nonword discrimination, the critical contrast of 4-syl. > 1-syl.
revealed significant clusters in bilateral STG and LPT (Fig. 3B), with a
few small clusters in the cerebellum (Fig. S2).

In the conjunction of group maps from nonword repetition and
Fig. 3. Univariate group-averaged results. All maps were thresholded at
p< 0.01 and cluster-corrected at a family-wise error rate of 0.05. Results were
smoothed for display on inflated surfaces. There were no significant clusters on
the ventral or medial surfaces. (A) The univariate group maps for the 4-syl.> 1-
syl. contrasts for nonword repetition. Significant clusters included bilateral STG
and bilateral PreCG. (B) The 4-syl.> 1-syl. contrast for nonwords during
discrimination. The bilateral STG were the most prominent clusters. Cerebellar
clusters were also observed in both experiments (see Fig. S2). (C) Both contrast
maps from the two tasks were binarized at p< 0.01 and overlaid. The 4-syl. > 1-
syl. contrast from nonword repetition is shown in purple, and nonword
discrimination in orange. Places where both maps were significant are shown in
white, and confined to the bilateral STG.
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nonword discrimination (Fig. 3C, Table S1), we found significant overlap
between the two tasks in bilateral superior temporal and surrounding
cortices. Clusters in the cerebellum only overlapped in a small number of
voxels in left cerebellar lobule VI.

We examined phonological working memory load-related activation
to nonword repetition, nonword discrimination, and their conjunction in
the brains of individual subjects (Fig. 4). Every subject showed activation
in superior temporal cortex during both tasks. This activation varied
across subjects in anterior-posterior extent (e.g., S3 vs. S13) and in the
number of distinct clusters of activity observed (e.g., S1 vs. S7). Many
subjects showed overlapping activation between the tasks in LPT,
sometimes in a distinct cluster from activation elsewhere in STG (e.g., S1,
S3, and S5). Over half of the subjects also showed overlapping activation
in LPreCG (S1 through S11), where significant mean activation during
nonword discrimination was not observed in the univariate group-level
analysis.

3.3. GCSS results

3.3.1. Identification of parcels
In order to capture the intersubject variability and similarity observed

in the individual-subject maps, GCSS analysis was used to identify and
test individual-subject fROIs in our sample. From our parcellation of
nonword repetition probability maps generated using individual-subject
data (Fig. 2B1), five parcels emerged in which� 80% of subjects showed
statistically significant differences in response to the syllable load
manipulation: bilateral STG, LPT, LPreCG, and right cerebellum lobule VI
(shown individually in Fig. 5A). (All nonword repetition parcels,
including those with <80% of subjects, are shown in Fig. S4).

The same procedure identified three parcels in nonword discrimina-
tion: bilateral STG and LPT, all of which had similar sizes and locations as
those found in nonword repetition (Fig. 2B2). The probability maps for
nonword discrimination showed some indication of overlap in LPreCG,
as well as in the right cerebellum, but less than 80% of subjects had
significant voxels in these areas. (All nonword discrimination parcels are
shown in Fig. S5.).

Within each broad parcel, we defined fROIs for each individual sub-
ject and then measured responses in left-out, independent data. Because
our nonword repetition paradigm yielded a set of parcels which included
all of the parcels identified in nonword discrimination, we chose to
examine responses in the larger set. (Corresponding analyses for sub-
threshold parcels obtained from the nonword repetition task, as well as
all nonword discrimination parcels, are reported in Table S2, S3, and
Fig. S6.)

Our investigation focused on several questions: (1) can we confirm
that there is significant modulation by phonological working memory
load during nonword repetition in each region identified, (2) are any of
the regions identified in nonword repetition also significantly sensitive to
phonological working memory load in nonword discrimination, and (3)
are the patterns of activation across each parcel similar between nonword
repetition and nonword discrimination. When performing statistical tests
over each of the 5 regions, we adopted a Bonferroni-corrected signifi-
cance criterion of α¼ 0.01.

3.3.2. Task-induced response differences
In nonword repetition the greatest differences in activation between

the 4-syllable and 1-syllable conditions were found in bilateral STG and
LPT (Fig. 5B). In LPreCG and right cerebellum, differences were smaller
though still significant (paired-sample t-tests, Bonferroni-corrected
α¼ 0.01).

During nonword discrimination, significant differences in neural re-
sponses to high vs. low phonological workingmemory load were found in
each of the regions defined by their load-dependent sensitivity during
nonword repetition, with the greatest modulation being found in bilat-
eral STG and LPT (Fig. 5B). Though the overall magnitude of load-
dependent response modulation was lower in LPreCG and RCereb,



Fig. 4. Individual-subject conjunction maps. Each subject’s 4-syl. > 1-syl. statistical maps from nonword repetition and nonword discrimination were thresholded
at p< 0.01 (uncorrected) and binarized. Results were smoothed for display on left hemisphere inflated surfaces. Nonword repetition is shown in purple, and nonword
discrimination in orange. Areas exceeding the threshold in both maps are shown in white. All 20 subjects are represented.
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significant differences between nonword discrimination conditions were
measured in fROIs in both of these areas, despite the fact that these re-
gions did not emerge in the univariate group analysis. Right superior
cerebellum showed the lowest level of activation and the smallest degree
of modulation during nonword discrimination, but this difference was
still significant (see Table 2 for all results).

3.3.3. Multi-voxel pattern analysis results
In order to determine whether the patterns of activation elicited by

each task were similar across tasks in individual subjects, we performed a
multi-voxel pattern analysis (Haxby, 2001). We calculated correlations
between the voxels in each subject’s contrast maps from nonword
repetition and nonword discrimination within each parcel (Fig. 5C). The
distributions of Fisher-transformed correlation coefficients across sub-
jects were significantly greater than zero in all parcels (Bonferroni--
corrected α¼ 0.01) in both smoothed and unsmoothed contrast maps.
We also tested whether correlations in each parcel exceeded
subject-specific baseline (“bootstrapped”) correlations calculated over
brain regions that did not show task-relevant responses. We found that
correlations in bilateral STG, LPT, and LPreCG were all significant with
respect to this baseline; however, right cerebellum correlations did not
reach significance across participants.

We performed several exploratory tests to discover whether any
neural or behavioral variables were related to the range of pattern cor-
relation values observed in LPreCG and cerebellum. The within-parcel/
between-task correlation coefficients across subjects were significantly
correlated with participants’ 4-syl. > 1-syl. contrast effect size during
nonword discrimination (LPreCG: r¼ 0.86, p≪ 0.0001; right cerebellum:
8

r¼ 0.64, p< 0.01), showing that the lowest correlations between tasks
were measured in subjects in whom there was the least amount of task-
related activity in these parcels. We tested for correlations relating
between-task pattern similarity and (1) accuracy during nonword repe-
tition, (2) accuracy during nonword discrimination, and (3) average re-
action time during nonword discrimination, but we did not uncover any
significant relationships (all p> 0.05).

Finally, we investigated local phonological working memory load-
related pattern correlations across the whole brain in each individual.
Using a 3-voxel radius spherical searchlight, we calculated the local
correlation coefficient between the two tasks centered on each voxel. We
summarized our findings first as an uncorrected group-average map of
correlations (Fig. 6A), noting that areas of significant correlation
(p< 0.01) were observed in bilateral STG and LPT.We then examined the
probability map constructed from each individual’s correlations thresh-
olded at p< 0.01 (Fig. 6B). In a subsequent GCSS analysis based on this
probability map, we identified four regions in which 80% or more of
subjects showed significant correlations in voxel-wise activation between
the two tasks: bilateral STG, LPT, and LPreCG (Fig. 6C).

4. Discussion

We sought to identify regions of the brain that are commonly
recruited during phonological working memory. Our results point to four
brain regions (bilateral STG, LPT, and LPreCG) that are consistently
sensitive to phonological working memory load in the vast majority of
our participants across both tasks. A fifth region, right cerebellar lobule
VI, exhibited load-sensitive responses in a majority of participants during
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Fig. 5. Individual-subject fROI results. Column (A) shows the location and extent of each of the nonword repetition parcels. (B) shows the response magnitudes
measured in fROIs defined as the top 10% of voxels in nonword repetition. Nonword repetition response magnitudes were measured using a leave-one-out procedure
to ensure statistical independence from data used to define the fROIs. Nonword discrimination response magnitudes were measured in fROIs defined using data
aggregated over all of the runs of nonword repetition. Column (C) shows the distribution of between-task correlations across subjects in the smoothed data (left side)
presented thus far and unsmoothed data (middle) that had been otherwise identically analyzed. In both the left and middle boxplots, one-sample t-tests were per-
formed on the Fisher-transformed values to determine if correlations significantly differed from zero across participants. In the right-most boxplots, z-scores were
computed by comparing each subject’s correlation to a bootstrapped subject-specific baseline. The resulting z-scores were then subjected to a one-sample t-test to
determine significant difference from zero across participants. A significance level of α¼ 0.01 was adopted to correct for multiple tests over the 5 regions.

Table 2
Response magnitude differences and voxel-wise correlations in regions of interest. For each identified parcel (Column 1) the total number of voxels in that parcel
(Column 2) as well as the number of subjects with significant voxels within that parcel (Column 3) are shown. For each subject, the top 10% of voxels in each parcel are
designated as their fROI. The magnitudes of the difference between 4-syllable and 1-syllable nonword conditions during nonword repetition (Column 4) and nonword
discrimination (Column 5) are also given (M� SE). Pairwise, two-tailed t-tests were performed for each of these differences and effect sizes were computed (Cohen’s d).
Columns 6 and 7 give the median correlation values for each region, computed using smoothed and unsmoothed data respectively, as well as the result of one-sample,
two-tailed t-tests on the Fischer transformed correlation values to determine if correlations across subjects differed significantly from zero. All correlations were
performed within subjects comparing nonword repetition and nonword discrimination responses to 4-syl. > 1-syl. contrasts across all voxels within each parcel. A
significance level of α¼ 0.01 was adopted to correct for multiple tests over the 5 regions.

Region # Voxels # Subjects 4-syl > 1-syl. contrast Correlations

Nonword Rep. Nonword Dis. Smoothed Unsmoothed

LSTG 3358 20 15.88� 1.50 t(19)¼ 10.61
p¼ 2.00� 10�9

d¼ 0.96

18.79� 1.58 t(19)¼ 12.00
p¼ 2.59� 10�10

d¼ 0.90

r¼ 0.70
p¼ 7.33� 10�15

r¼ 0.72
p¼ 1.44� 10�12

RSTG 3248 18 12.70� 1.83 t(19)¼ 6.95
p¼ 1.28� 10�6

d¼ 0.84

17.06� 1.66 t(19)¼ 10.26
p¼ 3.48� 10�9

d¼ 0.87

r¼ 0.61
p¼ 1.08� 10�12

r¼ 0.60
p¼ 4.86� 10�10

LPT 585 18 8.03� 1.22 t(19)¼ 6.58
p¼ 2.66� 10�6

d¼ 0.77

9.10� 1.20 t(19)¼ 7.65
p¼ 3.24� 10�7

d¼ 0.69

r¼ 0.70
p¼ 3.44� 10�8

r¼ 0.75
p¼ 1.58� 10�7

LPreCG 925 16 8.13� 1.78 t(19)¼ 4.56
p¼ 2.12� 10�4

d¼ 0.45

6.83� 1.69 t(19)¼ 4.19
p¼ 4.97� 10�4

d¼ 0.60

r¼ 0.45
p¼ 8.30� 10�5

r¼ 0.42
p¼ 1.82� 10�5

RCereb 673 18 2.65� 0.58 t(19)¼ 4.54
p¼ 2.22� 10�4

d¼ 0.49

1.20� 0.34 t(19)¼ 3.56
p¼ 2.10� 10�3

d¼ 0.40

r¼ 0.23
p¼ 1.84� 10�3

r¼ 0.15
p¼ 1.33� 10�3
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nonword repetition. While this region also showed significant sensitivity
to phonological working memory load during nonword discrimination, it
was the only region for which pattern analyses did not reliably reveal
significant correlations between tasks across participants. In our
approach, adapted from Fedorenko et al. (2010) and Julian et al. (2012),
we created probability maps to summarize data beyond traditional uni-
variate analyses at the group level, which allowed us to algorthimically
identify constrained search areas for task-relevant activity and account
for local variation of functional neuroanatomical organization across
participants. We interrogated functional sensitivity to phonological
working memory load in these fROIs by comparing responses to two
separate phonological working memory tasks that were designed to
similarly engage phonological working memory, but with divergent
behavioral demands.

We found that all of our identified regions from the nonword repe-
tition task were also sensitive to phonological working memory load in
the nonword discrimination task, even though several of these regions
were not observed in the univariate group conjunction. This suggests that
these latter regions support phonological working memory in a way that
is not unique to nonword repetition or the overt production of nonwords.
We further investigated the similarity of the patterns of evoked activity
during both tasks in individual subjects within the broader search areas
and found significant correlations between tasks in all identified regions
except the right cerebellar region. While these results may have been
expected for regions such as STG, where phonological processing ought
to have been similarly engaged due to the similarity of stimuli across
tasks, finding highly similar patterns of spatial activity in the LPreCG
during both repetition and discrimination of nonwords is surprising
because activity in this region was not found to be significant during
nonword discrimination in our traditional univariate group analysis.
10
4.1. Phonological working memory in regions associated with speech
perception

Consistent with other recent studies of phonological working mem-
ory, the most robustly activated regions by either of our tasks were the
bilateral STG. Activity in these regions has been previously, but sepa-
rately, shown to be sensitive to phonological working memory load
during both nonword repetition (McGettigan et al., 2011) and nonword
discrimination (Perrachione et al., 2017). In predominant models of
auditory working memory, bilateral STG are often associated with
phonological encoding, not phonological working memory, and are
traditionally considered to exist outside of the phonological loop (Bad-
deley, 2003). The strict separation of phonological working memory and
speech perception has been recently challenged, however, by not only
the aforementioned neuroimaging studies, but also by converging evi-
dence from large-N lesion studies that link performance in both domains
to structural damage in posterior temporal lobe (Koenigs et al., 2011; Leff
et al., 2009). Indeed, clinical tests of phonological working memory that
use increasing syllable load as a manipulation include a confound of not
only placing greater demands on maintenance of additional information,
but also encoding of additional information as well. Some groups have
hypothesized that phonological working memory is inextricably linked
with encoding (Barry et al., 2011; Jacquemot and Scott, 2006; Majerus,
2013), and therefore the phonological loop provides only a partial
explanation for how phonological working memory is deployed during
language and reading acquisition. One way in which we may begin to
resolve the functional roles that these regions play during phonological
working memory is by applying the methods developed here to examine
the response of phonological working memory regions in individual
subjects’ brains to a wider variety of language and working memory
tasks. In this way we may discover whether the computations performed



Fig. 6. Between-task correlation searchlight analysis. (A) shows the group
average across all subjects’ correlation maps. This map is uncorrected and
unthresholded, with white contours indicating regions where the statistical
value exceeded p¼ 0.01. (B) shows the probability maps generated from
combining each subject’s correlation maps. Darker areas indicate increased
overlap across subjects. (C) shows the GCSS parcellation of (B) with contours
drawn around parcels within which 80% or more of subjects had significantly
correlated voxels (p< 0.01 uncorrected). The parcels identified are bilateral
STG, LPT, and LPreCG.
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in a particular region during nonword repetition are similar to its per-
formance in potentially related tasks, such as digit span, verbal n-back, or
natural speech perception. This approach would not only further elabo-
rate the functional properties of these regions, it would represent a first
step toward developing new cognitive neuroscience models that are
based on the relationship between the computations that circumscribed
areas of neural tissue are responsible for across diverse, complex tasks,
rather than ones based on classic ideas about strict location-based
selectivity (e.g., double dissociations, etc.).

Besides their demand on listeners to encode larger amounts of in-
formation, the longer (4-syllable) nonwords in our study also demand
listeners encode speech information at a faster rate (syllables or pho-
nemes/second) compared to shorter (1-syllable) nonwords, possibly
introducing an additional perceptual load factor. There is some evidence
that outside of primary auditory cortex, rapid adaptation to intelligible
time-compressed speech allows processing in higher-level speech regions
in STG and superior temporal sulcus to proceed without a commensurate
increase in recruitment of neural resources (Adank and Devlin, 2010;
Binder et al., 1994; Peele et al., 2004; Vagharchakian et al., 2012).
However, Xie and Myers (2018) showed that STG is more sensitive to
clear (slower, more articulated) than conversational (faster, less articu-
lated) speech. Clinical assessments of phonological working memory,
such as nonword repetition in the CTOPP, also include this confound,
with the speech rate of their standardized stimuli also increasing for
longer nonwords. Future work is necessary to directly ascertain what role
encoding rate plays in phonological working memory demands, and
research in this vein will be vitally important to better interpreting the
relationship between clinically measured phonological working memory
11
deficits and language ability in children with developmental language
disorders.

It is notable that the superior temporal areas were bilaterally acti-
vated, whereas other areas showed apparent lateralization during
phonological working memory (e.g., cortical areas PreCG and PT were
left lateralized, cerebellum was right lateralized). This is consistent with
prior fMRI studies that also showed bilateral STG activation during
phonological working memory tasks (McGettigan et al., 2011; Perra-
chione et al., 2017). Peelle (2012) describes a hierarchical framework for
hemispheric roles in speech processing in which unconnected speech is
processed at the phoneme and word level largely bilaterally, whereas
higher-level linguistic processing involving phrases, sentences, and nar-
ratives becomes primarily lateralized to the left hemisphere. New evi-
dence for this idea is provided by a recent study (Pisoni et al., 2019) that
compared performance on a variety of language and working memory
tasks in patients before and after surgical resection of either left or right
temporal areas. Their data showed that patients with left hemisphere
damage performed significantly worse than those with right hemisphere
damage on higher-level linguistic tasks such as sentence repetition or
word comprehension, whereas performance on word and nonword
repetition was not significantly different between the groups. However, a
voxel-based lesion symptom mapping analysis done with these same
patients revealed that only left-hemisphere temporal lobe damage was
correlated with performance. This, along with other studies (e.g., Gain-
otti et al., 1982; Hickok et al., 2008), suggest that the right hemisphere is
sufficient for low-level phonological processing and possibly phonological
working memory, though whether or not it is necessary is still a matter for
further study.

In addition to bilateral STG, LPT showed significant modulation with
phonological working memory load during nonword repetition and
discrimination in both our univariate-group conjunction and GCSS ana-
lyses. We note that while our group-averaged maps show activation in
this area jointly with STG, most individual-participant maps show LPT as
a separate cluster from the relatively more anterior STG activation, and
this observation is only captured and summarized by the GCSS parcel
delineation. Similar regions have been previously shown to be activated
in nonword repetition and nonword discrimination tasks separately
(Barry et al., 2011; McGettigan et al., 2010; Perrachione et al., 2017;
Strand et al., 2008), as well as other paradigms designed to engage
phonological working memory (Buchsbaum et al., 2001; Fegen et al.,
2015). LPT, also referred to as area Spt (Sylvian fissure, parietal-temporal
boundary), has been shown to play a causal role in speech repetition and
working memory with voxel-based lesion symptom mapping (Buchs-
baum et al., 2011; Koenigs et al., 2011; Rogalsky et al., 2015), trans-
cranial magnetic stimulation (Acheson et al., 2011), and transcranial
direct current stimulation (Savill et al., 2015), and has been theorized to
serve as a neural hub for auditory-motor integration (Hickok et al.,
2009). We have referred to this region as LPT in keeping with these
findings, therefore leaning towards an interpretation that this region
performs a critical function in speech perception that is shared with
phonological working memory. However, several classic and recent
studies (e.g. Paulesu et al., 1993; Salmon et al., 1996; Yue et al., 2019)
identified a region in the inferior parietal lobe that actually closely
overlaps our LPT parcel and is recruited during verbal working memory
tasks. This region has been shown to be active during delays over which
verbal information must be maintained and represents some information
about stimuli, providing evidence that this region does in fact support a
parietal phonological store, separate from brain areas responsible for
speech comprehension. Future studies could directly compare, and
parametrically manipulate, speech comprehension and working memory
task responses in LPT/inferior parietal lobe in individual subjects in order
to discover the scope of tasks that this region supports and whether or not
it remains active during tasks with purely speech or working memory
components.
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4.2. Phonological working memory outside of the temporal lobe

LPreCG was identified as a significant cluster in our univariate group
map for nonword repetition, but did not surpass the significance
threshhold for nonword discrimination. This finding may have been ex-
pected by comparing results across studies (found during nonword
repetition by McGettigan et al., 2011; not found during nonword
discrimination by Perrachione et al., 2017) though it has not been shown
before in the same subjects. Upon inspection of individual-subject
conjunction maps, however, we found that just over half of partici-
pants showed overlap between the two tasks in this region at our chosen
threshold, suggesting that evidence for common activation was lost
during the group-averaging and cluster-thresholding procedures. In our
GCSS analysis, LPreCG was once again identified in nonword repetition
and not nonword discrimination, but when we defined individual-subject
fROIs by high sensitivity to phonological working memory load in
nonword repetition, we also found significant sensitivity to phonological
working memory load in nonword discrimination in these same voxels.
Furthermore, correlations between the two tasks across the entire
LPreCG parcel in individual participants were high, suggesting that this
area is similarly computationally engaged during both tasks, though
there is greater overall activity during nonword repetition (e.g., Haxby,
2001). Finally, when we performed a whole-brain task correlation
searchlight analysis and summarized the results using GCSS parcelation,
this same area in LPreCGwas shown to contain high correlations between
our tasks in 80% or more of subjects, even though fewer than 80%
showed significant activation there during nonword discrimination.

The insight we have gained from this discovery is twofold. First, it
was surprising to find that this region, which in the past seemed to be
recruited only in tasks with overt repetition, was indeed active in many
subjects during a discrimination task. It may be that activation in this
region reflects the articulatory rehearsal component of Baddeley’s
phonological loop and is necessary for phonological working memory
tasks regardless of overt production. However, if PreCG subserves artic-
ulatory rehearsal, this would imply specificity in this region for working
memory of speech sounds (although others have speculated that LIFG
subserves this role, Awh et al., 1996; Paulesu et al., 1993; Rogalsky et al.,
2008). Potentially analogous regions have been identified in the poste-
rior middle frontal gyrus or precentral sulcus during a number of working
memory and language tasks that do not involve overt responses,
phonological working memory, or even speech/language stimuli
(Fedorenko et al. 2010, 2013; Michalka et al., 2015; Noyce et al., 2017).
Besides further probing the functional response profile of this region with
neuroimaging, it will also be important to determine if this region has
any causal influences on language and working memory tasks through
noninvasive neurostimulation, such as transcranial magnetic or direct
current stimulation, in order to further constrain our hypotheses about
the function of this portion of LPreCG.

The discovery of LPreCG’s common involvement in phonological
working memory tasks further emphasizes the need for analysis methods
that respect the spatial variability observed in individual subjects’
functional activations. Had we not looked beyond the univariate group
analysis, our study would have resulted in a strict replication of the
McGettigan et al. (2011) and Perrachione et al. (2017) studies in which
LPreCG modulation was observed during nonword repetition and not
during nonword discrimination. Even in our whole-brain task correlation
analysis, group averaging and thresholding obscured significant corre-
lations in LPreCG that GCSS analysis readily identified. We conclude,
then, that the types of individual subject analyses employed here offer an
important and useful procedure for finding better agreement between
fMRI studies that may appear to yield contradictory results, and will be of
particular importance in studying phonological working memory – and
its impairment – in clinical populations, where local functional neuro-
anatomy may be even more variable across individuals (e.g., Kovelman
et al., 2012).

Our results in the right cerebellar ROI were less conclusive but also
12
demonstrate the utility of multiple complementary analyses. Overall
mean activation was lower in the cerebellum than in the cortex, perhaps
accounting for the null effects we encountered. While the region in lobule
VI did demonstrate significant activity during nonword repetition in over
80% of participants and significant sensitivity to phonological working
memory load in nonword discrimination across participants, we did not
find that the correlations in this area exceeded subject-specific baselines
calculated over other, non-task-positive, brain regions. The magnitude of
correlations in right cerebellum was also found, in a post-hoc analysis, to
be significantly related to the magnitude of activation in nonword
discrimination. These mixed results suggest that this right cerebellar
region supports functions that are somewhat task specific, driven more
robustly during nonword repetition and weakly, or not at all in some
participants, during nonword discrimination. There is evidence for right
cerebellum lobule VI’s involvement in speech and language, in particular
overt and covert syllable repetition (Ackermann et al., 2007), and syl-
lable sequence processing during verbal working memory (Peterburs
et al., 2019), leading us to the hypothesis that the increased fidelity of
information necessary to complete nonword repetition may have resulted
in higher activation. We designed our tasks so that there would be few
errors in order to examine responses when phonological working mem-
ory was employed successfully, but that does not exclude the possibility
that one task was more difficult than the other for some participants.
Follow-up studies will be necessary in order to better understand the
effects of task difficulty as the current work contains only a very small
range in participants’ behavioral measures.

4.3. Advantages of accounting for individual subject variability

Though we focused here on brain areas activated in 80% or more of
our participants, GCSS analyses allowed us to retain meaningful infor-
mation about regions that showed load-dependent responses in a large
fraction of participants, though not a majority as we have defined it.
Activation in brain regions such as LIFG (present in 50% of our subjects)
and SMA (55%) have been identified previously as showing parametric
sensitivity to syllable load in phonological working memory (e.g., Per-
rachione et al., 2017). If only group-averaged results were reported here,
our study might be interpreted as disagreeing with previous work stating
the importance of the IFG and SMA in this faculty. By including this in-
formation, we are better able to evaluate agreement and disagreement
across studies, as well as motivate further questions about how the
presence or absence of activity in certain regions may be related to in-
dividual differences in behavior. As we have shown, in studies such as
ours in which the per-subject signal-to-noise ratio is relatively high, it is
possible for two separate but related tasks to yield differing results under
group-averaged univariate analyses, but at the individual subject level
the difference in activation is one of degree, not of kind. By reporting
only results meeting or exceeding a hard threshold, we bias studies to-
wards non-replicability and limit our ability to build predictions for
future study.

Taken together, these results serve as a model to guide future analysis
of how differences in brain activity may correlate with clinically signif-
icant impairment in nonword repetition performance and thus deficits in
phonological working memory. By taking into account inter-subject
variability in control subjects, we learn about the diverse range of
typical brain activation during these tasks, and so are better prepared to
assess differences in not just clinical populations, but impacted in-
dividuals. We can also broaden our space of possible hypotheses by not
discarding subthreshold data and ask, for example, whether differences
observed between groups are simply due to different levels of overall
activation or more variable patterns of activation in commonly activated
regions. In combining well-established neuropsychological assessments
and neuroimaging analyses sensitive to individual differences, we hope
to be able to narrow the gap between the clinical and neuroimaging lit-
eratures and better understand the neurogenic bases of developmental
language disorders. Most studies comparing clinical populations and
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typical participants use a single statistic to determine whether or not
fMRI reveals significantly higher or lower activation in a region of in-
terest. By describing the full set of activated regions observed in typical
subjects in probabilistic terms, we can compute the likelihood of
observed regional activation in an individual with a developmental
language disorder, and possibly relate the typicality of that profile to
their unique cognitive profile provided through standardized clinical
testing.

Much of the neuroimaging literature has, until recently, focused on
localizing circumscribed mental operations postulated by psychological
models, which in turn, have been inferred by patient lesion studies.
Although this approach has been successfully used to functionally define
brain areas, the characterization of processing performed in many of
these areas remains challenging. A way to begin to resolve many of the
longstanding questions regarding the functioning of any one brain area,
argued for by Genon et al. (2018), could be to build functional profiles of
activity by aggregating data from many tasks. There are already several
large-scale projects working towards this goal (BrainMap, Laird et al.,
2005; NeuroSynth, Yarkoni et al., 2011). One significant complication,
however, arises from the inability to account for intersubject variability
in overlapping activations across studies. These databases are based on
the final group-level contrast maps, meaning that all of the meaningful
individual variability is lost. For example, if < 50% of subjects routinely
activate SMA, this information, though of scientific importance, will
never be reported in a meta-analysis based on group results, even though
that activation is present in a plurality of participants. Here, we show that
the same idea of building functional profiles of regions can be imple-
mented on a much smaller scale with careful choice of behavioral tasks,
and without sacrificing the specificity gained by making measurements
on the individual-subject level.

5. Conclusion

In this study, we examined neural responses during two separate
phonological working memory tasks, in order to better understand how
phonological working memory is supported in the brain. By comparing
activation from two tasks that theoretically require both similar and
dissimilar kinds of operations (nonword repetition and nonword
discrimination), we reasoned that brain regions demonstrating similar
load-related modulation at the individual-subject level must reflect the
computational architecture shared between both tasks, namely the
encoding and maintenance of phonological information. Pattern analysis
revealed that not only are STG, LPT, and LPreCG sensitive to phonolog-
ical working memory load regardless of task demands, both tasks evoke
highly similar patterns of activation in individual subjects in these re-
gions, suggesting that the functions performed there during both tasks
are also similar. We found that a traditional univariate conjunction
analysis failed to identify empirically and theoretically important effects
in LPreCG, while such effects were readily identified using analyses that
take into account local variability in functional neuroanatomy. We also
discovered intersubject variability in the collection of specific brain areas
that were recruited in response to increased phonological working
memory load, possibly explaining disparate results in the previous
literature as well as motivating new questions about the links between
functional activity and individual differences in behavior. Taken
together, these results provide a fuller, more integrated picture of how
phonological working memory is supported by the brain.
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